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Statistical Inference in Behavior Analysis:
Environmental Determinants?

Nancy A. Ator
Johns Hopkins School of Medicine

Use of inferential statistics should be based on the experimental question, the nature of the design,
and the nature of the data. A hallmark of single-subject designs is that such statistics should not be
required to determine whether the data answer the experimental question. Yet inferential statistics
are being included more often in papers that purport to present data relevant to the behavior of
individual organisms. The reasons for this too often seem to be extrinsic to the experimental analysis
of behavior. They include lapses in experimental design and social pressure from colleagues who
are unfamiliar with single-subject research. Regardless of whether inferential statistics are used,
behavior analysts need to be sophisticated about experimental design and inferential statistics. Such
sophistication not only will enhance design and analysis of behavioral experiments, but also will
make behavior analysts more persuasive in presenting rationales for the use or nonuse of inferential
statistics to the larger scientific community.

I am by no means a sophisticated
statistician and never liked math. In
fact, it was a source of great relief as
a graduate student to realize that my
chosen enclave of research in psychol-
ogy not only did not use inferential sta-
tistics but had well-founded and elo-
quently stated conceptual reasons for
eschewing both them and the realm of
"hypothesis testing" itself (Sidman,
1960; Skinner, 1950). During my ten-
ure as an associate editor of the Jour-
nal of the Experimental Analysis ofBe-
havior (JEAB), I found, with some dis-
may, that people were submitting pa-
pers that included statistical analyses to
JEAB, the bastion of single-subject de-
sign in basic research. I had long since
faced the fact that I did need to learn
something about statistics and had
even included an analysis of variance
(ANOVA) or two in my own manu-
scripts; but the editorial responsibilities
provided the impetus to really think
about the issues of why., when?, and
which? I began looking at statistics in
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all manuscripts (not just JEAB manu-
scripts) in a different light and listening
to colleagues talk about their approach-
es to data analysis from a new per-
spective.
As a light-hearted summary of what

I have seen and heard, I present below
the top 10 reasons given for using in-
ferential statistics:

10. "My experiment used a truly
randomized design."

9. "I couldn't use a truly random-
ized design for practical reasons, but I
planned subject assignment in advance
to compensate for nonequivalence of
groups."

8. "I'm doing research in a clinical
setting. I plan to do a time-series anal-
ysis with my single-case data, because
I have limited flexibility in conducting
reversals and manipulating parameters
of the treatment."

7. "I'm doing single-subject re-
search with college students because I
won't need as many as a group design;
but there's no way I can run all the
conditions to stability or do replica-
tions and be finished by the end of the
semester. So, I figure I can do an ANO-
VA on the group data as a back-up to
the individual graphs."

6. "I thought I was doing a single-
subject design with my rat study, but I
wasn't able to keep up with the data
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before running tests, and it turns out
the baselines were really different
across rats, and I can't tell if there's
anything there, and I need to get a pub-
lication out of this!"

5. "I'm an assistant professor work-
ing towards tenure. Even though I'm
committed to an experimental analysis
of behavior, I need to throw in some
statistics because a senior faculty
member gave me a really hard time at
a departmental seminar about how I
could make anything out of so few
subjects."

4. "Look, my last grant application
got shot down in study section because
I didn't include any plan for inferential
statistics. I can't afford to let that hap-
pen again."

3. "My last manuscript got shot
down by a reviewer who wasn't con-
vinced that I had a reliable effect and
wanted to see some statistics."

2. "I really think these single-sub-
ject data are best suited for Journal
XYZ, but I hear the new editor is bi-
ased against papers that don't include
statistics.'"

1. "The guy down the hall got this
great software package that gave me a
p < .001, so I think I'll include it!"

These reasons can be separated eas-
ily into those that are legitimate and
those that are less so. They can be cat-
egorized as ones for which the ratio-
nale for using inferential statistics is in-
trinsic to the nature and design of the
research and those for which the ratio-
nale is extrinsic to the experimental
question. In the remainder of the paper,
I will discuss the issues raised in the
list above. I will conclude with what
seems to me to be the antidote to ex-
trinsic determinants of the use of in-
ferential statistics in the experimental
analysis of behavior. (I must admit that
some of these extrinsic reasons have
affected even my own behavior over
the years.)

INTRINSIC REASONS
FOR USING STATISTICS

Inferential statistics are, of course,
appropriate for true group designs, that

is, for experiments that use random as-
signment of subjects to conditions or
conditions to subjects, and plan to con-
trol for variability via statistical meth-
ods. Too, there are procedures for han-
dling research situations in which sub-
jects cannot be assigned randomly so
that inferential statistics still are appro-
priate. Reasons 10 and 9, which de-
scribe classical group designs, are, of
course, recognized as necessary con-
ditions for use of inferential statistics
(Bordens & Abbott, 1996; Rosnow &
Rosenthal, 1996).

Reason 8, which refers to behavioral
treatment research, also is a legitimate
rationale for inferential statistics. With-
in the world of single-subject or single-
case designs, there are appropriate sta-
tistical methods to aid evaluation of
treatments in which conditions, usually
in clinical settings, are not optimal for
experimental control. Texts on statis-
tics for single-case designs discuss the
problems and pitfalls of such research
(e.g., limitations on reversals or the
ability to manipulate parameters). They
set forth ways in which statistics can
help researchers draw appropriate con-
clusions from data collected in settings
in which true experimental analysis is
not possible (Bordens & Abbott, 1996;
Kazdin, 1984; Krishef, 1991).

EXTRINSIC REASONS
FOR USING STATISTICS

Reasons 7 through 1 are problemat-
ic. Whether you agree with behavior-
analytic colleagues who see a useful
role for inferential statistics within the
experimental analysis of behavior or
not, these seven reasons are extrinsic
to sound science.

Faulty Planning, Real Life,
and the Desire to Publish
The art of experimental design,

whether group or single-subject, some-
times seems to be falling by the way-
side. The publication manual of the
American Psychological Association
used to have "Design" as the first sec-
tion of "Methods"; now the term is not
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even in the index. Reasons 7 (research
using college students) and 6 (research
using rats) exemplify those situations
in which experiments are not planned
with an eye to the strongest possible
design for the experimental question.
The single-subject design has a prac-

tical appeal over group designs be-
cause it requires fewer subjects, does
not require randomization, and dis-
courages the practice of gathering pilot
data (Sidman, 1960). So, it is some-
times too easy to get started on an ex-
periment-perhaps even in the spirit of
Skinner's (1956) famous first unfor-
malized principle of scientific practice,
"When you run onto something inter-
esting, drop everything else and study
it."
The rub comes when one is faced

with the labor and time commitment
involved in experimental analysis of
behavior: stability criteria, the number
of reversals needed to manipulate an
independent variable, equating base-
lines across subjects, parametric ma-
nipulations, and close monitoring for
long periods of time. Then, complica-
tions occur: aging rats, equipment that
malfunctions, baselines that drift, un-
expected variability across subjects,
and unexpected order effects. All this
labor and these complications occur in
the context of academic deadlines,
funding deadlines, promotion and ten-
ure reviews, and other realities of life.

It is no wonder that there is great
appeal in taking what data have been
collected, putting them through a few
statistical manipulations, and seeing
whether there is "anything there."
Some of these manipulations can turn
out pretty well, and, regardless of the
design, well-collected, interesting, and
clear data should be published. Some-
times though, the result is neither fish
nor fowl-a hybrid single-subject/
group design with the best of neither:
few subjects, great variability, little
replication, few parametrics, mean data
that are "significant" but represent few
if any of the subjects, analyzed with
statistical procedures that are arguably
inappropriate for the data. Sometimes,

this approach has been encouraged by
another class of environmental deter-
minants: the academic social environ-
ment.

The Devil Made Me Do It

Reasons 5 through 2 describe so-
cially mediated contingencies that sup-
port inclusion of statistical analyses.
As behavior analysts make their way
in the academic world, it is a fact of
life that at one time or another, our re-
search presentations are questioned for
their lack ofp values. Adding statistics
then becomes an avoidance response
that heads off criticism from col-
leagues who refuse to take seriously
any result not accompanied by "p <
.05."
When behavior analysts do not un-

derstand design and statistical methods
well enough, we become unduly sub-
ject to the preconceived notions of re-
viewers, editors, colleagues, and de-
partment chairs, who are not trained to
appreciate steady-state research. By
unduly subject, I mean that we cannot
stand up for single-subject designs in a
credible way. Many of the very people
(reviewers and editors) who call for
more statistics do not understand them
either, and the contingency seems to be
placed on having a p value. To the ex-
tent this is true, many of the statistics
reported in psychological journals
seem to represent rule-governed behav-
ior run amok! To be able to argue ef-
fectively against such rule-governed
behavior, behavior analysts who be-
lieve inferential statistics to be inap-
propriate for their data must gain a
thorough understanding of how such
statistics should be used and what they
can and cannot do (Branch, 1999; Per-
one, 1999).

Beware the Gold Star

Reason 1, the great p value provided
by statistical analysis software, while
the most facetious, may be the most
insidious. Because good steady-state
research with lots of control of envi-
ronmental variables (not to mention the
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"salutary" influence of autocorrela-
tion) produces results with clear differ-
ences in effects, it turns out to be re-
markably easy to find significant p val-
ues even with few subjects. With easy-
to-use statistical software, who can fail
to enjoy the immediate reinforcement
of plugging data into a spreadsheet
and, in the wink of an eye and the click
of a mouse, seeing "p = .0001." Like
pasting a gold star on your data! The
emergence of symposia, journal arti-
cles, and a task force questioning the
unwarranted "significance" of p val-
ues, however, should suggest caution
(cf. Harris, 1997; Hopkins, Cole, &
Mason, 1998; Loftus, 1996). The wind
may be changing.

CONCLUSION

Rather than make an appeal for or
against a role for statistics in behavior
analysis, I want to make an appeal for
thoughtfulness in experimental design
and for being more sophisticated in our
knowledge of statistics. Use of infer-
ential statistics should be based on the
experimental question, the nature of
the design, and the nature of the data.
A hallmark of single-subject designs

in the experimental analysis of behav-
ior is that such statistics should not be
required to determine the reality of the
effect of an independent variable. Al-
though there are situations in which in-
ferential statistics can be useful ad-
juncts to visual inspection of the data
in single-subject designs (Fisch, 1998;
Krishef, 1991), the use of statistics for
reasons that are extrinsic to the exper-
imental design should be minimized.
Sometimes use of statistics is the result
of poor planning or execution of an ex-
periment: a quasi-single-subject de-
sign. Although efforts to salvage data
that have been carefully collected are
defensible, the statistics as used often
are not.

Behavioral science can only be
strengthened by a decline in the kind
of social variables suggested in Rea-
sons 7 through 1 as primary determi-
nants of using a p value. To counteract

these social influences, students of the
experimental analysis of behavior
should be taught statistics as thorough-
ly as possible, and the rest of us should
brush up. Behavior analysts need to be
sufficiently sophisticated about the ex-
perimental designs they use to be able
to argue persuasively for the most ap-
propriate analysis of the data, given the
design they have chosen, and to resist
using inferential statistics where inap-
propriate. In particular, we should be
proactive in setting forth our choices of
experimental design and our rationales
for concluding that effects did or did
not occur. This should be true of our
manuscripts and, most especially, of
our research grant proposals. Finally,
we should be able to review manu-
scripts well enough to understand
whether the statistics included are ap-
propriate and appropriately described.
Benefits to the field include more sol-
idly based conclusions in the literature
and perhaps greater respect for single-
subject designs from colleagues who
now dismiss them.
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